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Objetive 

 

 Learn methods and techniques for assessing, 
modeling and evaluation of critical systems. 

 



Requirements 

 Basic statistics and probability 

 

 Discrete event systems 



Program 

 

Dependabilidability 

 

Real Time Systems 
 

 



Program 

Dependability 

 

– History 

– Basic concepts and terminology  

– Background 

– Reliability data analysis 

– Detection and recovering mechanisms, and fault tolerance 

– Coherent systems 

– Operational and failure modes 



Program 

Dependability  
 

– Combinational models: RBD, FT, RG 

Structural and logic functions 

Analysis methods 

Modeling 

– CTMC modeling 

– SPN modeling 

– Hierachical and heterogenous modeling 
 



Program 

Real Time Systems 
– Caracteristics and requirements  

– Classification 

–  Task allocation and scheduling 

– Performance measures for real time systems 

– Models  
 Timed process algebras 

 Timed Petri nets 

 

– Analysis, verification and estimation 
 



Methodology 

 

 Expositive classes 

 

 Lab. classes 

 

 



Evaluation 

 

 Problem solving 

 

 Homework 
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Dependability 

Dependability of a  computing  system is  the  ability  to  
deliver  service  that  can  justifiably  be trusted.  

 

The service delivered  by  a  system  is  its  behavior as it is 
perceived by its user(s).   

 

A user  is  another  system (physical,  human)  that  interacts  
with  the  former  at  the service interface.   

 

The  function  of  a  system  is  what  the system  is  intended  
for,  and  is  described  by  the  system specification. 

[Laprie,  J.  C.  (1985)]. 



Dependability 

In  early  1980s  Laprie  coined  the  
term  dependability  for  
encompassing  concepts  such  
reliability, availability, safety, 
confidentiality, maintainability, 
security and integrity etc [Laprie,  J.  C.  

(1985)]. 

 
Dependable  Computing  and  Fault  Tolerance:  
Concepts  and  terminology.  In  Proc.  

15th IEEE Int. Symp. on Fault-Tolerant Computing, 
(pp. 2-11). 

Jean Claude Laprie 



A BRIEF HISTORY 



A Brief History 

Dependability is related to disciplines 
such as reliability and fault tolerance.  

 

The concept of dependable computing  

first appeared  in 1820s  when Charles 
Babbage undertook the  enterprise to  
conceive and construct a mechanical  

calculating engine to eliminate the risk of 
human errors. In his book, “On the 
Economy of Machinery and  

Manufacture”,  he  mentions  “   

‘The  first  objective  of  every  person  
who  attempts  to  make  any  article  of  

consumption  is,  or  ought  be,  to  
produce  it  in  perfect  form’ .  

”  (Blischke, W. R. & Murthy, D. N.  

P. (Ed.) 2003). 

 

   

Charles Babbage in 1860  

http://en.wikipedia.org/wiki/File:Charles_Babbage_-_1860.jpg
http://en.wikipedia.org/wiki/File:Charles_Babbage_-_1860.jpg


A Brief History 

 In  the  nineteenth  century,  reliability  theory evolved from probability 
and statistics as a way to support computing maritime and life insurance 
rates.   

 

In early twentieth century methods had been applied to estimate 
survivorship of railroad equipment [Stott,  H.  G.  (1905)] [Stuart,  H.  R.  
(1905)].  



A Brief History 

The first IEEE (formerly AIEE and IRE) public document to mention 
reliability is “Answers to Questions Relative to High Tension Transmission” 
that summarizes the meeting of the Board of Directors of the American 
Institute of  Electrical  Engineers,  held  in  September  26,  1902. 
[Answers  to  Questions  Relative  to  High  Tension  Transmission.  (1904).  Transactions  of  the  American  
Institute of Electrical Engineers, XXIII, 571-604.] 

 

 

In  1905,  H.  G.  Stott  and  H.  R. Stuart:  discuss  “Time- 

Limit  Relays  and  Duplication  of  Electrical  Apparatus  to  Secure  
Reliability  of  Services  at  New  York   and  at  

Pittsburg.    

 

In these works the concept of reliability was primarily qualitative. 



A Brief History 

In 1907, A. A. Markov began  

the  study  of  an  important  new  
type  of  chance  process.   

 

In  this  process,  the  outcome  of  
a  given  experiment  can  

affect the outcome of the next 
experiment.  

 

This type of process is now called a 
Markov chain [Ushakov,  I.  (2007)]  

Andrei A. Markov 



A Brief History 

  

In 1910s, A. K. Erlang  studied  
telephone  traffic  planning  
problems  for  reliable  service  
provisioning [Erlang,  A.  K.  (1909)].  

 

 

 

 

 

 
[Erlang,  A.  K.  (1909)] Principal  Works  of  A.  K.  Erlang  -  
The  Theory  of  Probabilities  and  Telephone  

Conversations . First published in Nyt Tidsskrift for 
Matematik B,  20, 131-137.  

Agner Karup Erlang 



A Brief History 

  

 

Later  in  the  1930s,  

extreme  value  theory  was  
applied  to  model  fatigue  life  of  
materials  by  W.  Weibull    and  
Gumbel [Kotz, S., Nadarajah, S. (2000)].  

Waloddi Weibull  

1887-1979 

Gumbel, Emil Julius  

(18.7.1891 - 

10.9.1966) 



A Brief History 

 In  1931, Kolmogorov,  in  his  
famous  paper  “Über  die  
analytischen  Methoden  in  der  
Wahrscheinlichkeitsrechnung”  

(Analytical methods in probability 
theory) laid the foundations for the 
modern theory of Markov processes 
[Kolmogoroff,  A.  (1931)]. 

 

 
Kolmogoroff,  A.  (1931).  Über  die  analytischen  
Methoden  in  der  Wahrscheinlichkeitsrechnung  (in  

German). Mathematische Annalen, 104, 415-458. 
Springer-Verlag.  

Andrey Nikolaevich Kolmogorov  

(25 April 1903 – 20 October 1987) 



A Brief History 

In the 1940s quantitative analysis of reliability was applied to many 
operational and strategic problems in World War II [Blischke, W. R. & Murthy, D. N. 

P. (Ed.) (2003)] [Cox,  D.  R.  (1989)]. 

 

 

The    first    generation    of    electronic    computers    were  quite  
undependable,  thence  many  techniques    were  investigated    for  
improving  their    reliability, such as error: 

 

 control  codes,   

 replication  of  components,   

 comparison  monitoring  and   

 diagnostic  routines. 



A Brief History 

The  most prominent researchers during that period were Shannon, Von 
Neumann and Moore, who proposed and developed theories for building 
reliable systems by using redundant and less reliable components.  

 

These were the predecessors of the statistical and probabilistic techniques 
that form the foundation of  modern dependability theory [Avizienis,  A.  (1997)]. 

C. E. Shanon John von Neumann Edward Forrest Moore 

http://en.wikipedia.org/wiki/File:JohnvonNeumann-LosAlamos.gif


A Brief History 

In the 1950s, reliability became a subject of great engineering interest as a 
result of the: 

  

 cold war efforts,  

 failures of American and Soviet rockets, and    

 failures of the first commercial  jet  aircraft,  the  British  de Havilland 
comet [Barlow, R. E. & Proschan, F. (1967)][Barlow,  R.  E.  (2002)]. 

 

 
 

 



A Brief History 

Epstein and Sobel’s 1953 paper studying the exponential distribution was a 
landmark contribution.  
 Epstein, B. & Sobel, M. (1953). Life Testing.  Journal of the American Statistical 
 Association, 48(263),  486-502. 

 

Milton Sobel 



A Brief History 

In 1954, the Symposium on Reliability and Quality Control (it is now the IEEE 
Transactions on  Reliability) was held for the first time in the United States.  

 

In 1958, the First All-Union Conference on Reliability took place In Moscow 
[Gnedenko, B. V., Ushakov, I. A. (1995)] [Ushakov,  I.  (2007)]. 

 

  

 

 

 

 

 

 

 

 

Gnedenko, B. V., Ushakov, I. A. (1995). Probabilistic Reliability Engineering. J. A. Falk (Ed.),  Wiley-
 Interscience. 

Ushakov,  I.  (2007).  Is  Reliiabiility  Theory  Still  Alive?.  e-journal  “Reliability:  Theory&   Applications”, 
1(2). 

Gnedenko Boris V.  

(1912-1995) 



A Brief History 

In  1957  S.  J.  Einhorn  and  F.  B.  Thiess  adopted  Markov  chains  for  
modeling  system intermittence  [Einhorn,  S.  J.  &  Thiess,  F.  B.  (1957)].     

 

In  1960,  P.  M.  Anselone  employed  Markov  chains  for  evaluating  
availability  of  radar systems [Anselone,  P.  M.  (1960)].  

 

In 1961 Birnbaum, Esary and Saunders published a milestone paper 
introducing coherent structures [Birnbaum, Z. W., J. D. Esary and S. C. Saunders. (1961)]. 

Zygmunt William Birnbaum 

 



A Brief History 

Fault Tree  Analysis  (FTA)  was  originally  developed  in  1962  at  Bell  
Laboratories  by  H.  A.  Watson  to  evaluate  the Minuteman I 
Intercontinental Ballistic Missile Launch Control System.  

 

Afterwards, in 1962, Boeing and AVCO expanded use of FTA to the entire 
Minuteman II. 

Minuteman I Minuteman II 

http://en.wikipedia.org/wiki/File:Minuteman_I.jpg
http://www.capcomespace.net/dossiers/espace_US/lanceurs_US/cap_canaveral/


A Brief History 

In 1967, A. Avizienis integrated  
masking  methods  with  practical 
techniques  for  error  detection,  
fault  diagnosis,  and  recovery  into  
the concept of fault-tolerant systems 
[Avizienis, A., Laprie, J.-C., Randell, B. (2001]. 

 
Fundamental Concepts of Dependability. LAAS-
CNRS, Technical Report N01145. 

 

A. Avizienis 



A Brief History 

In late 1970s some  works were proposed for mapping Petri nets to Markov 
chains [Molloy, M. K. (1981)][Natkin,  S.  1980][Symons, F.  J.  W.  1978].  

 

 

These models have been widely adopted as high-level Markov chain 
automatic generation models as well as for discrete event simulation.   

 

 

Natkin  was  the  first  to  apply  what  is  now  generally  called  Stochastic  
Petri  nets  to  dependability evaluation of systems. 



BASIC CONCEPTS 



Basic Concepts 

Avizienis, A., Laprie, J.-C., Randell, B. (2001).  

Fundamental Concepts of Dependability. LAAS-CNRS,  

Technical Report N01145.  



Basic Concepts 

Dependability  of  a system  is  the  ability  to  deliver service that can 
justifiably be trusted.  

 

A correct   service  is  delivered  when  the  service  implements what is  
specified. 

 

  A  system  failure  is  an  event  that  occurs  when  the  delivered  
service  deviates  from  correct service. 

 

 A  failure  is  thus  a  transition  from  correct  service  to  incorrect 
service. 

 

 A  transition from  incorrect  service  to  correct  service  is  service 
restoration.  



Basic Concepts 

 An  error  is  that  part  of  the  system  state  that  may  cause  a 
subsequent failure.  

A failure occurs when an error reaches the system interface and alters the 
service. 



Basic Concepts 

 Fault  is  the  adjudged  or  hypothesized  cause  of  an  error.   

 

A  fault  is  active  when  it  produces  an  error; otherwise it is dormant. 



Basic Concepts 

 

 Failure Modes 



A motivational example 
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What is the respective RBD? 

This? 

 

 

 

Or this? 

37 

A motivational example 



 It is not clear. 

Something is still missing! 

What is it? 

The operational mode(s) 

 (success oriented networks: RBD and Relgraph) 

or 

The failure mode(s) 

(failure oriented networks: FT) 
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A motivational example 



39 

Operational Mode 



40 

Operational Mode 





Basic Concepts 

 Fault   prevention:   how   to   prevent   the occurrence or 
introduction  of  faults;   

 

 Fault tolerance:  how to deliver correct service in  the  
presence  of  faults;   

 

 Fault removal: how to reduce the number or severity of faults; 

 

 Fault  forecasting:  how  to  estimate  the  present  number, 
the future incidence, and the likely consequences of faults. 



Basic Concepts 

Fault   prevention   is   attained   by   quality   control techniques employed 
during the design and manufacturing of   hardware   and   software,   
including   structured programming,  information  hiding,  modularization, 
and  rigorous  design. 

 

Operational  physical  faults  are  prevented  by  shielding, radiation  
hardening,  etc.   

 

Interaction   faults   are prevented     by     training,     rigorous     
procedures     for maintenance,  "foolproof"  packages.   

 

Malicious  faults  are prevented by firewalls and similar defenses. 



Basic Concepts 

Fault Tolerance is intended to preserve the delivery of correct  service  in  
the  presence  of  active  faults.  

 

 Active strategies 

       Phase: 

 1) Error detection 

 2) Recovery 

 

 Passive strategies 

 Fault masking 



Basic Concepts 

 Fault Removal  is    performed    both    during    the development phase, 
and  during  the  operational  life  of  a system.  

 

Fault removal during the development phase of a system  life-cycle consists  
of  three  steps:  verification, diagnosis,  correction.  

 

 

 

Checking  the  specification  is  usually  referred  to  as validation. 



Basic Concepts 

 Fault Forecasting is   conducted   by   performing   an evaluation  of  the  
system  behavior  with  respect  to  fault occurrence or activation. 

 

Classes:  

 qualitative evaluation identifies  event combinations that   would   
 lead   to   system   failures; 

  probabilistic  evaluation evaluates  the probabilities  of attributes of 
 dependability are satisfied. 

 

The  methods  for  qualitative  and  quantitative  evaluation are either 
specific (e.g.,  failure  mode  and  effect  analysis for qualitative evaluation, 
or Markov chains and stochastic Petri nets for quantitative evaluation), or 
they can be used to perform both forms of evaluation (e.g., reliability block 
diagrams, fault-trees). 



Basic Concepts 

 Time to Failure 



Basic Concepts 

 Reliability 



Basic Concepts 

 Reliability 

Reliability (Survivor function) - Complementary of  the distribution 

function:  R(t) = 1 -F(t) 



Basic Concepts 

 Hazard function 



Basic Concepts 

 Hazard function 



Basic Concepts 

 Hazard function 



Basic Concepts 

 Cumulative Hazard function 



Basic Concepts 

 Mean Time To Failure  



Basic Concepts 

 Mean Time To Failure  



Basic Concepts 

 Median Time To Failure  

R(t) 

t 



Basic Concepts 



Basic Concepts 

 Maintainability 



Basic Concepts 

 Mean Time To Repair 



Basic Concepts 

 Repairable Systems 



Basic Concepts 

 Downtime and Uptime 



Basic Concepts 

 Availability 



Basic Concepts 

 Availability 



Basic Concepts 

 Availability 



Basic Concepts 

 Availability 



Basic Concepts 

 Instantaneous Availability 



Basic Concepts 

 Steady State Availability 



Probability Review 

 Slides 32-120 (SPN1) 

 

Já vimos este assunto. 
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Exponential Distribution 

 
 Arises commonly in reliability & queuing theory. 

 
 A non-negative continuous random variable. 

 

 It exhibits memoryless  property (continuous counterpart 

of geometric distribution). 
 

 Related to (discrete) Poisson distribution 
 



69 

Exponential Distribution 

 Often used to model  
 

– Interarrival times between two IP packets (or voice calls) 

– Service times at a file (web, compute, database) server 

– Time to failure, time to repair, time to reboot etc. 

 

 The use of exponential distribution is an assumption 
that needs to be validated with experimental data; if 
the data does not support the assumption, then other 
distributions may be used 



70 

Exponential Distribution 

 For instance, Weibull distribution is often used to 
model times to failure;  

 

 Lognormal distribution is often used to model 
repair time distributions 

 

 Markov modulated Poisson process is often used to 
model arrival of IP packets (which has non-
exponentially distributed inter-arrival times) 
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Exponential Distribution: EXP() 

 Mathematically (CDF and pdf are given as): 
 
 
 
 
 
 
 
 

 Also 
 

Remember these formulae 
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Exponential Distribution: EXP() 
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Exponential Distribution: EXP() 
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Hyperexponential Distribution 



75 

Erlang Distribution 
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Hypoexponential Distribution 
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Weibull Distribution 

Weibull distribution is often used to 

model times to failure 



Weibull Distribution 



Lognormal Distribution 

Lognormal distribution is often 
used to model repair time 
distributions 



Cox Distribution 



Cox Distribution 



Cox Distribution 



A Very Brief Introduction to 
Reliability Data Analysis 

The aim is the selection and the specification of 
suitable reliability (and maintainability) models 
based on failure (and repair) data. 

 

 Non-parametric approaches 

 

 Parametric approaches 

 

 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to 
Reliability Data Analysis 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 Excel 

CI MTTF 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 Excel 

CI MTTF 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 Excel 

CI MTTF 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 Excel 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 

Two censoring - 𝑐𝑖 

𝑛𝑖+1 = 
𝑛𝑖 − 𝑐𝑖 − 𝑟𝑖 

∆𝑡𝑖+1 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 
Excel 

Mathematica 



 Other methods: 

– Actuarial method 

– Rank method 

– … 

 

A Very Brief Introduction to Reliability Data Analysis  

 Non-parametric approaches 

 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 

Mathematica 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 

Excel 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 

Excel 

Mathematica 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 

Excel 

Mathematica 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 

Excel 

If T1 and T2 are chi-squared random variables with n1 and n2 degrees of freedom respectively, then (T1/n1)/(T2/n2) is an F(n1, n2) random variable. 



A Very Brief Introduction to Reliability Data 
Analysis  

 Parametric approaches 
 



REDUNDANCY MECHANISMS 



Redundancy Mechanisms 

 Parallel Redundancy 

 

 

 

 
 

Parallel Redundancy refers to the approach of having multiply units running in parallel.   

All units are highly synchronized and receive the same input information at the same time.  

 

But because all the units are powered up and actively engaged, the system is at risk of 
encountering failures in many units. 



Redundancy Mechanisms 

 Parallel Redundancy 

 

 

 

 
 

Deciding which unit is correct can be challenging if you only have two units. Sometimes you 
just have to choose which one you are going to trust the most and it can get complicated. 

 

If you have more than two units the problem is simpler, usually the majority wins or the two 
that agree win. 

 

 



Redundancy Mechanisms 

 Parallel Redundancy (Active-Active) – load sharing 

 

 

 

 
 

Active-Active refers to the approach of having multiply units sharing the load.   

 

As the units are powered up and actively engaged, the system is at risk of encountering failures 
in many units. 



Redundancy Mechanisms 

 Triple Modular Redundancy (TMR) 

 

 

 

 
 

Deciding which unit is correct can be challenging if you only have two units. Sometimes you 
just have to choose which one you are going to trust the most and it can get complicated. 

 

If you have more than two units the problem is simpler, usually the majority wins or the two 
that agree win. 

 

A generalization is named NMR 

 



Redundancy Mechanisms 

 Hot Standby In hot standby, the secondary unit is powered up. 

 

 

 

 

 

If you use the secondary unit as the watchdog and/or voter to decide when to switch over, you 
can eliminate the need for a third party to this job. 

 

 

 

 

 

 

 

This design does not preserve the reliability of the standby unit. However, it shortens the 
downtime, which in turn increases the availability of the system. 

 



Redundancy Mechanisms 

 Hot Standby 
 

 

 

 

 

 

 

 

Some flavors of Hot Standby are similar to  Parallel Redundancy. 

These naming conventions are commonly interchanged. 

 

For us, Hot Standby and Parallel Redundancy (active-active) are the same 
mechanism! 

But, attention! 
 



Redundancy Mechanisms 

 Cold Standby 

 

 

 

 
In cold standby, the secondary unit is powered off, thus preserving the reliability of 
the unit.   

 

The drawback of this design is that standby unit have to power up, since it is initially 
powered off. 

 

Perfect switching AND non-prefect switching 

 



Redundancy Mechanisms 

Warm Standby 

 

 

 
 

In warm standby, the secondary unit is powered up, but not receiving the workload. 

 

It is common to assume that in such a state the standby component has higher 
reliability than when receiving the workload (properly working). 

 

When the main component fails, the standby device promptly assumes the task. 

 

Its switching time is shorter than the cold standby’s switching time . 

 



Redundancy Mechanisms 

 K out of N 

 

 

 
 

 

 

Consider a system composed  of  n  identical  and  independent  components  
that  is  operational  if  at  least  k  out  of  its  n components are working 
properly.  

 

This sort of redundancy is named k out of n 

 

 

 

 
 

 



Redundancy Mechanisms 

  RAID (redundant array of independent disks) 

 

Many types of RAID have been developed  and  more  will  
probably  come out  in  the  future.  

 

The  technology is  driven by the variety of methods available 
for connecting multiple disks as well as various coding 
techniques, alternative read-and-write strategies, and the 
flexibility in organization to “tune” the architecture of the 
system. 



Redundancy Mechanisms 

  RAID 0  
involves striping, which is the distribution of data 
across multiple disk drives in equally sized 
chunks.  

For example, a  150 KB file can be striped, or 
chunked, across ten 15 KB chunks. 

 

The RAID set of striped disks appears as a 
single, logical disk to the operating system. 

 

RAID-0 does not provide any data redundancy. 



Redundancy Mechanisms 

  RAID 1  
uses mirroring, or shadowing: all data written on a 
given disk is duplicated on another disk. 

 

 

 

  RAID 4  
uses block-level striping with a dedicated  

parity disk.  



Redundancy Mechanisms 

  RAID 5  
is similar to RAID 4 except that the parity data is 
striped across all HDDs instead of written on a 
dedicated HDD. 

 

 

  RAID 0+1 
striped sets in a mirrored set. 

 

 RAID 1+0 (RAID 10) 
mirrored sets in a striped set. 

 

 



Redundancy Mechanisms 

 N-version programming  

 

 

 
 

 

 

 

 

 

 
 

 



Redundancy Mechanisms 

 Checkpoints and recovering 

 

 

 

 
 

 

 

 

 

 

 
 

 



Redundancy Mechanisms 

 Backward Recovery 

 

 

 

 
 

 

 

 

 

 

 
 

 



Redundancy Mechanisms 

 Reboot 
The  simplest - but  weakest - recovery  technique.   

From  the  implementation standpoint is to reboot or restart the system. 

 

 Journaling  - To employ these techniques requires that: 

1. a copy of the original database, disk, and filename be stored, 

2.  all transactions  that  affect  the  data  must  be  stored  during  execution, and 

3.  the process be backed up to the beginning and the computation be retried. 

 

Clearly,  items  (2)  and  (3)  require  a  lot  of  storage;  in  practice,  journaling 

can only be executed for a given time period, after which the inputs and the 

process must be erased and a new journaling time period created. 
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Coherent System 

 Structure Function 
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 Irrelevant Component 
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 Example - Structure Function 
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Coherent System 

 Example – Logical Function 



Coherent System 

 Example – Converting a Logical Function into a Structure Function 



MODELING 



Modeling Techniques 

Classification 

 

– State-space based models 

CTMC, SPN, SPA 

 

– Combinatorial models 

RBD, FT, RG 



Combinatorial models 



Reliability Block Diagram 

 RBD is success oriented diagram. 

 

 Each component of the system is represented as a block 

 

 RBDs are networks of functional blocks connected such that they affect  
the  functioning  of  the  system 

 

 Failures of individual components are assumed to be independent for easy 
solution. 

 

 System behavior is represented by connecting the blocks 

– Blocks that are all required are connected in series 

– Blocks among which only one is required are connected in parallel 

– When at least k out of n are required, use k-of-n structure 



Reliability Block Diagram 

 A RBD is not a block schematic diagram of a  

system, although they might be isomorphic in some 
particular cases. 

 

 Although  RBD  was  initially  proposed  as  a  model  
for calculating  reliability,  it  has been used  for  
computing  availability, maintainability etc. 



Reliability Block Diagram 

 Series 
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 Series 
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Reliability Block Diagram 

 Series 
 

Series system of n independent components, where 
the i component has lifetime exponentially 
distributed with rate λi 

 

Thus lifetime of the system is exponentially 
distributed with parameter             

 

and system MTTF =  



Reliability Block Diagram 

 Series 
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 Example: 
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 Example: 

 

 

 

 

 

– a) 

 

 

– b) MTTF= 



Reliability Block Diagram 

 Example: 

– c) 

 



Reliability Block Diagram 

 Problem: 
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 Parallel 



Reliability Block Diagram 

 Parallel 



Reliability Block Diagram 

 Parallel 



Reliability Block Diagram 

 Parallel 
 

For a parallel system with n independent and 
identical components with rate λ 

 

 

 

and system 

Examples 



Reliability Block Diagram 

 Example 
 

MTTFs=15000h 

Comp 



Reliability Block Diagram 

 Example 
 



Reliability Block Diagram 

 Example 

 

 

 

 

– a) 

 



Reliability Block Diagram 

 Example 
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Reliability Block Diagram 

 Series-Parallel System 

– Series-parallel system: n stages in series, stage i with ni parallel 

components. 

– For i=1,...n, R ij= Rj, ni≥ j ≥ 1 

–  Reliability of series-parallel system is given by 

 



Reliability Block Diagram 

 Series-Parallel System 

Example: 
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 Series-Parallel System 

Example: 
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 Example: 
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 Problem 
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 Problem 
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 K out of N 



Reliability Block Diagram 

 K out of N 



Reliability Block Diagram 

 K out of N 
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Reliability Block Diagram 
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Reliability Block Diagram 

 2 out of 3 

Examples 



 2 out of 3 

Reliability Block Diagram 
Examples 



 Example: 2 out of 5 
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 Example 
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 Example 
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 Importance Indices 
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 Importance Indices 

Mercury 
RI_RBD 



Reliability Block Diagram 

 Importance Indices 

Mercury 
RI_RBD 



Fault Tree 

 FT is failure oriented diagram. 

  

 The system failure is represented by the TOP event. 

 

 The TOP event is caused by  lower level events (faults, component’s failures etc). 

 

 The term event is somewhat misleading, since it actually represents a state 
reached by event occurrences.  

 

 The combination of events is described by logic gates. 

 

 The most common FT elements are the TOP event, AND and OR gates, and basic 
events. 

 

  The events that are not represented by combination of other events are named 
basic events. 

 

 Failures of individual components are assumed to be independent for easy 
solution. 

 



Fault Tree 

 Failures of individual components are assumed to be independent for easy 
solution. 

 

 In  FTs,  the  system  state  may  be  described  by  a  Boolean  function  that  is  
evaluated  as  true  whenever the  system  fails. 

 

 The system state may also be represented by a structure function, which, opposite 
to RBDs,  represents  the  system  failure.  

 

 If  the  system  has  more  than  one  undesirable  state,  a  Boolean  function  (or  
a structure function) should be defined for representing each failure mode. 

 

 Many extensions have been proposed  which  adopt  other  gates such as XOR,  
transfer  and priority  gates. 



Fault Tree 

 Basic Symbols 



Fault Tree 

 Structure Function 



 Logical Function 

Fault Tree 



 Example 

Fault Tree 
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 Example 

Fault Tree 



 Problem 

Fault Tree 



 Problem 

Fault Tree 



ANALYSIS METHODS 



What is the respective RBD? 

This? 

 

 

 

Or this? 
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Analysis by Space Enumeration 

 The method by an example 



Analysis by Space Enumeration 

 The method by an example 

Excel 

Mercury 

Ex.: Rel_ 

Enumeration 



Analysis by Expected Value of the 
Structure Function  

 The method by an example 



Analysis by Expected Value of the 
Structure Function  

 Summary of the Process 



Analysis by Expected Value of the 
Structure Function  

 Example 



Analysis by Expected Value of the 
Structure Function  

 Example 



Pivotal Decomposition, Factoring or 
Conditioning 

 Method 
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 Example 
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Pivotal Decomposition, Factoring or 
Conditioning 

 Example – Bridge Structure 
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Pivotal Decomposition, Factoring or 
Conditioning 

 Example – Bridge Structure 
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Pivotal Decomposition, Factoring or 
Conditioning 

 Example – Bridge Structure 
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Reductions 

 Series reduction 

 

 

 

 

 Parallel reduction 

 

 



Reductions 

 2 out of 3 reduction 

 

 

 

 

 Bridge reduction 

 

 



Reductions 

 Example 
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 Example 

 

 

 

 

 



 Computation Based on Minimal 
Paths and Minimal Cuts  

 Path and Minimal Path 

 

 

 

 

 

 

 

 

 

 



 Computation Based on Minimal 
Paths and Minimal Cuts  

 Cut and Minimal Cut 

 

 

 

 

 

 

 

 

 

 



Sum-of-Disjoint-Products (SDP) 
method  
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CTMC 
Availability 

 Model 



CTMC 
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CTMC 
2 Machines each with  

two repair facilities 



CTMC 
2 Machines each with  

only one  repair facility 



CTMC 



CTMC 

Some authors erroneously claim 
that reliability models do not admit 
repair. 

Reliability and MTTF 



 Example – Availability model 

CTMC 

Generalization of the two-component system 

Model with shared repair facility 

M Machines each with  

only one  repair facility 



 Example – Availability model 

CTMC 

Generalization of the two-component system 

model with independent repair facility 

System availability is then computed  

using a combinatorial approach 

M Machines each with  

only M  repair facilities 



   

CTMC 

Ass = 1-0 

0 
0 1D 



   

CTMC 

0 1D 



  Example 

CTMC 

0 1D 
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CTMC 
ColdStandbyCTMC_MC 



   

CTMC 
Rel_CTMCColdStandby_PS_IC 



  

CTMC 



 Capacity oriented availability 

CTMC 



CTMC 
ActiveActiveF 



   

CTMC 
Warmstandby 



 Example – Availability model 

CTMC 
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 Example – Availability model 

CTMC 

Excel 



 Example – Reliability model 
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 Example – Reliability model 

CTMC 



 Example – Reliability model 

CTMC 



 Preventive Maintenance 

CTMC 



 Preventive Maintenance 

CTMC 



 Preventive Maintenance 

CTMC 



 Preventive Maintenance 

CTMC 

Availability as function of 

MTBI=1/λin 

MTBI – mean time  

between inspections 
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  Example 



   

SPN 

  Shared repair 
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Hierarchical Modeling 
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Hierarchical Modeling 

 Redundant  general 

controller subsystem 



Hierarchical Modeling 


