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Abstract—The evaluation of dependability or performance of
general systems is not a trivial task. Therefore, the assistance of
software tools to obtain the wanted metrics is of utmost impor-
tance. This paper introduces the Mercury environment, which
is an integrated software that enables creating and evaluating
Reliability Block Diagrams, Stochastic Petri Nets, Continuous
Time Markov Chains, and Energy Flow Models. Mercury pro-
vides graphical user interface for these modeling formalisms and
a script language that allows using it through command-line
interface and also integration with external applications. The set
of features available in the Mercury tool make it helpful for
dependability and performance evaluation of various systems in
both academy and industry scenarios.

I. INTRODUCTION

Software packages for creation and evaluation of depend-
ability and performance models are essential tools for infras-
tructure designers, since they provide support to dealing with
the complexity of each formalism. Generally they provide a
user-friendly graphical user interface (GUI), and an evaluation
engine to obtain metrics from the model. Each software has its
strengths and drawbacks, and can be specialized in a specific
formalism, or support different types of models.

Mercury tool [1] was developed by MODCS research
group to allow the creation and evaluation of performance
and dependability models. The proposed environment can be
adopted as a modeling tool for the following formalisms:
Continuous Time Markov Chains (CTMC) [2], Reliability
Block Diagrams (RBD) [3], Energy Flow Models (EFM) [4],
and Stochastic Petri Nets (SPN) [5]. Mercury offers useful
features that are not easily found in other tools, such as: more
than 25 probability distributions supported in SPN simulation,
sensitivity analysis of CTMC and RBD models, computation
of reliability importance indices, and moment matching of
empirical data. The proposed environment has been adopted by
MODCS Research Group. The tool’s web [1] page presents the
papers (e.g., [6]) that adopted Mercury as evaluation engine.

There are many academic and commercial software tools
for dependability and performance evaluation of general sys-
tems. BlockSim [7] allows system modeling by using RBD
and Fault Trees [2], or even combination of both modeling

techniques, but do not use state-based models (e.g. SPNs)
which makes it harder to deal with dependencies. Relex [8] and
Sharpe [9] provide dependability and performance evaluation
through the adoption of RBD, SPN, and CTMC models,
just like the proposed tool. However, the later tool obtains
SPN metrics only by numerical analysis. This method is
unsuitable when the modeled system is too complex and
large [10]. The proposed solution also provides simulation as
a more comprehensive technique for finding metrics of SPNs.
Different from previous works, Mercury presents RBD, SPN,
CTMC, and EFM modelling for calculation of dependability
and performance in a single environment.

This paper explores the characteristics of Mercury tool,
and is organized as follows. Section II describes the features
for each modeling formalism supported by Mercury. Section
IIT presents the scripting language which enable textual rep-
resentation and evaluation of models as well as interaction
through command-line interface (CLI). Section IV describes
a case study that uses Mercury tool to solve an availability
model for a cloud system. Section V draws the final remarks
on this tool.

II. TooL OVERVIEW

This section presents the main features available on Mer-
cury for all supported modeling formalisms.

SPN editor and evaluator.

Regarding SPN models, Mercury environment allows de-
pendability/performance evaluation utilizing simulation and
numerical analysis techniques [10], [11]. Time-dependent met-
rics are obtained through transient evaluation, while steady-
state metrics are result of stationary evaluation. Figure 1
depicts the SPN editor. To assist the validation of SPN models,
the editor has a feature, namely, token game, which makes
possible the firing of transitions graphically and interactively
according to the current net marking. By adopting Mercury
tool, users can evaluate structural properties of the adopted
stochastic Petri net through the analysis of place invariants,
siphons and traps [12].

CTMC editor and evaluator.
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Fig. 1. Mercury environment - SPN editor and evaluator

Mercury provides a panel in which users can create, edit,
and evaluate CTMC models (Figure 2). Representative numer-
ical techniques are available for stationary analysis: GTH [13]
and Gauss-Seidel [2]) as well as transient analysis (i.e., Uni-
formization, Runge-kutta and Trapezoid-Euler [2]). For models
that have absorbing states, Mercury also enables computing
probability of absorption and mean time to absorption. The
user may create custom metrics with expressions that include
state probabilities. Transition rates can be defined by means of
algebraic expressions using symbolic parameters. Parameter
names can include greek letters. Parameters and metrics are
easily viewed and modified in the CTMC editor. Mercury is
also able to compute the sensitivity of state probabilities to
each input parameter.
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Fig. 2.  Mercury environment - CTMC editor and evaluator

RBD editor and evaluator.

The Mercury tool RBD editor and evaluator allows relia-
bility and availability analysis using block diagrams. The types
of reliability configurations supported by the RBD editor and
evaluator are: Series, Parallel, K out of N, and Bridge. In
this editor, a diagram contains only one input and one output
node. RBDs provide closed-form equations, so the results
are usually obtained faster than using other methods, such
as SPN simulation. However, there are many situations (e.g.,
dependency among components) in which modelling using
RBD is harder than adopting SPN. Figure 3 shows an RBD
view of the tool, in this configuration some components are in
series and parallel arrangement.

Additionally, the RBD evaluator allows the calculation of
reliability importance, structural and logical functions as well
as bounds of dependability measures. Reliability Importance
(RD) is a technique that allows to quantify the improvement in
system reliability due to a component, when the respective reli-
ability is increased by one unit. Structural and logical functions
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Fig. 3. Mercury enviroment - RBD editor and evaluator

are alternative ways of representing the system mathematically,
in which the former adopts algebraic function and the latter
adopts logical expression. RBD evaluation of dependability
bounds [14] is a method to calculate dependability metrics
(e.g., reliability) when the RBD model is too large. In this case,
such a technique can provide approximations for the exact
metric faster than solving all closed-form equations precisely.
As the bounds are calculated iteratively, Mercury environment
shows the estimated bounds according to the user parameters
and, also, all intermediate computed values.

EFM Editor.

The Energy Flow Model (EFM) is proposed to evaluate the
cost, sustainability and availability of datacenter (or clouds)
power and cooling infrastructures, respecting the power con-
strains of each device.

Figure 4 depicts the EFM editor and evaluator. The high-
lighted rectangle shows the set of evaluations available in the
Mercury tool, where:

o  Cost Evaluation allows designers to evaluate acqui-
sition, operational and total costs;

o  Exergy Evaluation represents the sustainability eval-
uation through the exergy metric. Exergy enables one
to estimate energetic efficiency of a system;

e Energy Flow Evaluation Computes the energy that
flows through each device respecting the power con-
straints of each device;

e Combined Evaluation provides an integrated quan-
tification of sustainability impact, cost and depend-
ability of data center (or cloud) power and cooling
infrastructures [4];

e Flow Optimization (GRASP, PLDA, PLDAD) s
able to evaluate RBD, SPN, CTMC and EFM models
by calling the Mercury engine. A GRASP [15] based
algorithm, a power load distribution algorithm (PLDA)
[16] and a power load distribution algorithm depth
(PLDAD) represent three optimization techniques
that were implemented in that module.

Figure 4 shows an example of the EFM. The rectangles
equates to the type of equipment, and the labels represent each
device name. The edges have weights that are used to direct
the energy flow between the components. The EFM computes
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the overall energy required to provide the necessary energy at
the target point.
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Fig. 4. EFM Editor and Evaluator

Auxiliary Tools.

Mercury environment has an additional tool responsible for
generating random numbers, namely, random variate generator,
which contemplates several probability distributions. Statistical
summaries are also provided for the generated numbers (e.g.,
standard deviation) and the data can be exported to files in
order to be utilized for external applications. Moreover, the
generator is utilized by the SPN simulation, in which the
user can choose different probability distributions associated
to transitions.

Another important auxiliary tool presented in Mercury
environment is the moment matching [17] wizard. By adopting
this tool, users can estimate what exponential-based probability
distribution best fits the mean (first moment) and standard
deviation (second moment) of user data for a given model
parameter.

III. MERCURY LANGUAGE

One feature introduced on version 4.4 of Mercury tool is
a scripting language for creating and evaluating models. The
scripts can be executed by command line interface (CLI) or
via graphical interface. The main objective of the scripting
language is to allow the use of Mercury evaluation engine
with greater flexibility than the GUI provides. The scripting
language enables, for example, using shell scripts to automate
an evaluation workflow. The scripting language offers an ad-
ditional advantage that is the increased support to hierarchical
evaluation [18] [19]. Input parameters of any model can be
defined as function of an output metric defined by another
model, independent of the modeling formalism. The Mercury
scripting language currently supports SPN, RBD, and CTMC
models.

In the Listing 1, we show an example of script in Mercury
language. A script has the following structure: first, we define
a set of models, each one with its parameters and metrics, and
after the models we declare a main section. In the main section
we can set the input parameter values, evaluate the models
and print the results. The example of listing 1 shows a CTMC
definition and evaluation. This model was originally presented
in [18], and represents a cluster controller for a private cloud
platform with active/passive redundancy scheme. Inside the

model we declare a set of states, with the reserved word state
followed by the state name, plus an optional up keyword. The
up keyword denotes a state of the system when it is functioning
normally, for availability evaluation. Next, we declare the set of
transitions between the states, with the transition keyword. For
the transition rate, we can set a fixed value, use an algebraic
expression or use variables that can be assigned when the
model is evaluated. Next, we define the metrics of the model,
that are the results that we want to compute. The scripting
language allows computing the following metrics for CTMCs:
stationary availability, stationary probability for a state, and
steady-sate reward rate, through explicit assignment of rewards
to specific states L Finally, we define the main section, where
we set the input parameters values, evaluate the model, and
write the results on screen.

Listing 1. Mercury script for a CTMC model
markov RedundantGC{

state fu up;

state fw;

state ff;

state uf up;

state uw up;

transition fw —> fu(rate = sa_s2);
transition fu —> ff(rate = lambda_s2);
transition ff — uf(rate = mu_sl);
transition uf —> uw(rate = mu_s2);
transition uw —> fw(rate = lambda_sl);
transition fw —> uw(rate = mu_sl);
transition uw —> uf(rate = lambdai_s2);
transition uf —> ff(rate = lambda_sl);
transition fw —> ff(rate = lambdai_s2);
transition fu —> uw(rate = mu_sl);
metric aval = availability;
metric aval2 = reward( fu = 1, uf = 1, uw = 1);
metric pl = stationaryProbability ( st = fw );
metric p2 = stationaryProbability ( st = ff );
}
main{
lambda_sl = 1/180.72;
mu_sl = 1/0.966902;
mu_s2 = 1/0.966902;
lambdai_s2 = 1/216.865;
lambda_s2 = 1/180.721;
sa_s2 = 1/0.005555555;
al = solve( model = RedundantGC, metric = aval );
println (al);
a2 = solve( model = RedundantGC, metric = aval2 );
println (a2);
}

IV. CASE STUDY

This section presents a case study to demonstrate the
feasibility of adopting the Mercury tool to create and evaluate
models for some proposed architectures. We evaluate a simple
cloud computing architecture originally presented in [18]. The
architecture implements a redundant mechanism in the main
component following a warm-standby strategy.

The hierarchical heterogeneous model [18] of this study
comprises RBDs and a CTMC. The RBD describes the high-
level components, whereas the CTMC represents the compo-
nents involved in the redundancy mechanism. This case study

Tt is important to stress that other metrics (e.g., state probabilities at a
given point in time) can be computed via GUI
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considers the example of an architecture with five nodes, where
at least one node must be available for the cloud to work
properly. Therefore the Nodes subsystem is represented by a
set of five node blocks in parallel.

Fig. 5. RBD model for the non-redundant cloud system [18]

Figure 5 shows the complete RBD model with one (non-
redundant) General Controller and its five nodes. It is important
to stress that a warm-standby replication strategy cannot be
properly represented by RBD models, due to dependency
between states of components, therefore another model is
used to represent a redundant architecture, with one General
Controller active and one replicated GC host in warm-standby.
So the redundant General Controller subsystem is represented
by a CTMC, shown in Figure 6.

hsl
Fig. 6. CTMC Model to redundant system with two hosts [18]

Mercury tool was used to create the models and compute
the availability measures of cloud system with and without
redundant general controller. Table I presents the measures
obtained with Mercury.

TABLE 1. AVAILABILITY MEASURES OF THE SYSTEM WITH AND
WITHOUT REDUNDANCY

Measure GC without redundancy =~ GC with redundancy

Steady-state availability 0.9946782 0.9999179

Number of 9’s 2.27394 4.08581

Annual downtime 46.66 h 0.72 h

V. FINAL REMARKS

This paper presented the main features of Mercury tool
and demonstrated the feasibility of using it for analyzing
a cloud computing system. Mercury tool has been used in
several research projects which had the results published in

peer-reviewed journals and conferences. The MODCS research
group is constantly improving the tool, by adding new features
and updating existing functions. New versions are released
every six months approximately, but this is a flexible policy
adjusted according to some variables. This modeling tool is
helpful for academy and industry efforts on capacity planning
of many kinds of systems through performance evaluation,
dependability prediction through reliability and availability
evaluation, and data-center energy flow planning.
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