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Motivation

Fonte: rightscale.com

• Among the major reasons 
mentioned for adoption of cloud 
computing are:

● Scalability
● Access to resources on-demand
● Cost savings
● Reliability

• Problems in large cloud providers 
show the importance of proper 
availability and performance 
planning for cloud infrastructures 
and their hosted services.
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Motivation
• How to evaluate the performance and availability of cloud computing 

systems, and detect bottlenecks to propose improvements?

• Cloud computing systems have great complexity
• Many hardware and software components

• Interdependence between components 

• Solution: Hierarchical modeling
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Motivation
• How to evaluate the performance and availability of cloud computing 

systems, and detect bottlenecks to propose improvements?

• How to identify what will bring the biggest gain in quality of service?
• More powerful and reliable hardware ?

• More advanced architecture ?

• A software that provides flexibility, autonomy, resilience ?

• Solution: Sensitivity analysis, adapted for hierarchical models 
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Objectives

• The main objective of this thesis is to propose methods 
for detection of performance and availability bottlenecks 
in cloud computing systems.
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Supporting methodology

Key contributions of this 
thesis are in the proposed 
methods for sensitivity 
analysis of hierarchical 
models. 
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Supporting methodology

Bottlenecks are the targets 
for potential improvements, 
transforming it in an 
iterative methodology 



Motivation
• How to evaluate the performance and availability of cloud computing 

systems, and detect bottlenecks to propose improvements?

• How to identify what will bring the biggest gain in quality of service?
• More powerful and reliable hardware ?

• More advanced architecture ?

• A software that provides flexibility, autonomy, resilience ?

• Solution: Sensitivity analysis, adapted for hierarchical models 
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Composition of sensitivity indices
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Proposed composition techniques:
RBD + CTMCs
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In some cases,
CTMC sub-models 
can be solved 
through closed-
form equations. 
Their partial 
derivatives will 
provide the 
sensitivity indices.



Proposed composition techniques:
SPN (simulation) + CTMCs

When the SPN can only be solved 
through simulation, the indices 
from CTMC sub-models are 
multiplied by indices of 
corresponding SPN transitions. 
Therefore, we follow the chain 
rule:

z is the measure from SPN model
x is a parameter from CTMC sub-
model
y is a transition from SPN model 
which has the delay as a function of 
the parameter x 
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Implementation on Mercury tool
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Case study: Composite web services on private 
cloud with autoscaling

• Composite web services for 
musical events recommendation

• This mashup runs on a private 
cloud, with elasticity resources: 
automatic creation and 
termination of VMs according to 
the workload

13/24



Composite web services on private cloud with 
autoscaling
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Composite web services on private cloud with 
autoscaling

• 3 models: 1 SPN + 2 CTMCs:
• Workload / autoscaling
• VM instantiation
• Web service execution
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Composite web services on private cloud with 
autoscaling (Step 1)
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Composite web services on private cloud with 
autoscaling (Step 2)

System representation

VM instantiation
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Web service execution



Composite web services on private cloud with 
autoscaling (Step 2)
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Composite web services on private cloud with 
autoscaling (Step 3, 4, and 5)

This is the metric of most 
interest for the user and it is 
not is a satisfactory level.
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Composite web services on private cloud with 
autoscaling (Steps 6 and 7)

Smrt ES(Rsp)   =
STService(Rsp) x
 SSmrt ES(TService)SpCache(Rsp)   =

STInst(Rsp) x
 SSpCache(TInst)
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Composite web services on private cloud with 
autoscaling (Step 8)

• Response time of following web 
services:

• Event Search
• Similar Artists
• Song Search

• Execution time of Load Balancer

• Network latency for sending 
request and receiving reply

• The most important parameter of 
VM instantiation process (pCache) 
is only intermediate when the 
concern is the total response time of 
the application
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Composite web services on private cloud with 
autoscaling
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Final remarks: Achieved results

• Methods for building unified sensitivity rankings, considering 
composition of RBD with CTMC sub-models, and also SPN with 
CTMC sub-models.

• Supporting methodology for identification of performance and 
availability bottlenecks in cloud computing systems. Efficacy 
demonstrated in case studies.

• Hierarchical availability models that enable evaluating private cloud 
and mobile cloud architectures.
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Final remarks: Achieved results

• Hierarchical performance models that enable planning composite 
web services hosted on clouds with elasticity and load balancing 
mechanisms.

• Automated sensitivity analysis features for hierarchical models in 
Mercury tool

• Sensitive GRASP algorithm, for optimizing performance and 
availability metrics of cloud-hosted services.
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