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Introduction



Introduction

Dependability demands for edge and fog computing are not 
precisely specified in the literature, as edge and fog computing 
are recent paradigms. The existing literature shows that authors 
still diverge considerably from each other in the types of failures 
that they discuss, the technique employed, and even the 
dependability demands themselves.
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Cloud Computing at a Glance
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Fog Computing at a Glance

Fog computing is a term proposed by researchers from Cisco 
System, and it is related to the processing power at the edge of 
the network. There is also a similar concept called cloudlets; 
however, cloudlets are related to the mobile network; but fog 
computing is commonly related to IoT infrastructure.
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Fog Computing at a Glance

● reduction of network traffic - fog environments drastically 
reduces the traffic being sent to the cloud because most of 
the data is processed closer to the end devices.

● suitable for IoT tasks and queries - by using fog 
environments, IoT tasks may be processed closer to the 
physical location of the sensors/actuators, which makes the 
application closer to the geographical context of the sensor 
or actuator.

● low latency requirement - the data processing is 
performed closer to the nodes; thus, it makes real-time 
response possible.
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Edge Computing at a Glance

Edge computing paradigm processes the data locally at the 
edge nodes; then the selected data or insights flow to the cloud 
server. This is the opposite of the traditional cloud paradigm, 
which allows all the raw data generated from the edge devices 
to flow to the cloud server.
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An Overview of the Proposal
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Availability Models

Through the use of analytical availability models, we are able 
to overcome the two principal constraints of measurement-
based evaluation: it is less expensive, and it may be used during 
the design phase of the system (GOKHALE; TRIVEDI , 1998). 
Using analytical models, we can predict and plan how the 
system will behave before deploying it. Therefore, we can 
develop better systems.
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Availability Models

prps@cin.ufpe.br 16

mailto:prps@cin.ufpe.br


Availability Model

prps@cin.ufpe.br 17

mailto:prps@cin.ufpe.br


Availability K out of N Model
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Average number of applications 
available
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Hierarchical Availability Model

Using hierarchical models, we might represent and design 
more accurately an environment, and then we might use it to 
predict the behavior of the infrastructure of our service. In this 
section, we present the hierarchical model representing the 
availability metric of edge-fog-cloud environment. To start, we 
depict a Markov chain, which is a generalization of the 
components in the infrastructure. Later, we use the Markov 
chain to obtain relevant closed-form solutions to calculate the 
availability metrics of the components.
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Availability Models
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Hierarchical Availability Model
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Case Studies



Case Study I - Availability Model 
Validation

In this case study, we describe the experiments to evaluate 
whether our availability models represent the real environment 
or not; our experimental environment was composed of one 
drone, three machines (fog node and two clients), and one 
Raspberry (edge node). The drone is a Dji Mavic Pro Platinum 
and is responsible for capturing video and sending it to the fog 
and edge infrastructure.
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Case Study I - Availability Model 
Validation
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Case Study I - Availability Model 
Validation
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Case Study I - Availability Model 
Validation

31prps@cin.ufpe.br

mailto:prps@cin.ufpe.br


Case Study II - Hierarchical Model 
Validation

In this case study, we describe the experiments to evaluate 
whether our hierarchical availability model represents the real 
environment or not; our experimental environment comprised 
one webcam, a Raspberry Pi (edge node), and one personal 
computer (fog node). The webcam is responsible for capturing 
video and sending it to the edge node, which is responsible for 
doing the first pre-processing activity; the edge sends it to the 
fog, and then the fog send it to the cloud infrastructure. The 
video captured by the webcam, which is an IP Camera D-LINK 
H.264 DCS-931L, with 30 frames per second and a resolution of 
720×480.
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Case Study II - Hierarchical Model 
Validation
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Case Study II - Hierarchical Model 
Validation
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Conclusion



Conclusion

In these papers, we proposed hierarchical and analytical 
models to evaluate the availability of the edge-fog-cloud 
continuum. We performed two case studies to show how our 
models can evaluate edge-fog-cloud systems, where we built an 
intelligent traffic management baseline infrastructure. This 
infrastructure is composed of a camera, edge node, fog node, 
and a cloud environment.
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